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Abstract

This paper presents an analyzing and modeling scheme thatligainto the ship sensor data to generate
models for ship motion prediction. As the raw sensor dataaips information that is noisy and discontinuous,
three data cleaning methods used for noise reduction, deiinaing and resampling are developed. According
to specific ship applications, various ship motion conatsaare designed to filter and establish meaningful data
sets which will be used in the modeling step. Correlationyaim within the data sets is performed to figure out
how significant the sensor data contributes to the predidavget. An flexible neural network based modeling
mechanism is implemented, in which the user can design thiehiased on the correlation analysis. By training
and testing the neural network using the generated datatlsetship motion predictive model is obtained. Through
a case study of fine maneuvering, the scheme is verified effizieanalyzing and modeling sensor data for ship
motion prediction.
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I. INTRODUCTION

A ship in an open sea is a very complex dynamic system, whidffected by its control systems
such as propulsion and steering systems, and externalklpatitns produced by wind, waves, and sea
currents [1][2]. To better perceive the ship behavior, llguhere are many sensors installed in the ship
in various positions. Some data from sensors are used irtinealfor maneuvering and related actions
and some sensors are placed in sensitive area like projédiée to collect the data for future purpose
such as system diagnosis. The data on the vessel will bedstoreg/ears in huge size, forming a data
set in terms of big data [3]. In addition, there are emergiaghdnds from ship owners and companies
to random access time series of the huge data set and gesbiatmotion models for certain specific
requirements of marine operations. Therefore, how to &y dig into the data set and find out valid
ship motion models is challenging but of great importance.
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Data analysis and modeling has been studied for decadesy Kdiable technologies have been
developed in the last few decades, ranged from Kalman fijerMarkov dynamic models, to non-
parametric statistical methods [4]. In many applicatics;h as time series data analysis, it is possible
to estimate models through historical data from a giverestatpredict its future behavior. Models are
thus expressed as transfer functions or in terms of stateegparameters [5]. A lot of inductive reasoning
techniques and algorithms such as fuzzy logic, Bayesianarktand regression analysis can be used
for creating predictive models. The results have been sstaky applied to different areas including
weather forecasting [6], mobile user movement predictignaind electric load prediction [8].

For ship maneuvering, health, safety, environment, sgcand cost will be given high priority during
maritime operations. Ship data analysis and modeling ageethre essential for ship maneuvering,
especially for the emergence of new demands in offshoreatipaes. In the literature, relevant data
analysis and modeling techniques have been developed. ®ortb hand, attempts have been made
to estimate and identify the dynamic parameters for shipauegring to complete the control model
[9]-[11]. On the other hand, efforts have been done to atelyra&stimate and predict the ship motion
in ocean navigation, such as trajectory estimation [13][i@ling motion prediction [14] and thruster
forces prediction [15]. Even though these techniques aedladle for ship motion prediction, more
concerns about data analysis and modeling in a big data mammergently needed for today’s maritime
applications.

Our on-going project aims to combine data mining techniqwéh modeling methods to design
and implement a ship motion prediction framework for diffietr complicated maneuvering cases. The
framework will extract and purify vast amounts of sensoadatmodel and predict ship motion, including
position, speed, course, pitch and rolling. By collecting amapping diverse sources of sensor data and
further modeling and visualizing the data of interest, tarfework will provide users with an intuitive
way to identify useful associations between data and sha@msdensitive the sensor data is to affect the
accuracy of these predictive models. In addition, the fraomk also aims to be flexible enough to be
able to plug-in other user customized predictive modelsrésults comparison. In this paper, we will
only focus on the ship position prediction and highlight gese-of-use of the system from raw sensor
data to final predictive model verification.

The rest of the paper is organized as follows. Section Il tshamtroduces the overall structure of
the ship motion prediction system. In Section lll, all relev process units including data cleaning, data
analysis and modeling and data visualization are desciibatetail. Section IV presents case studies
and evaluation results. Conclusion and future work are shovwaection V.

II. DESIGN OFSHIP MOTION PREDICTION STRUCTURE

This section briefly describes the design of the ship motiedigtion system based on real sensor
data for analyzing and modeling the position of the ship. Bueomplex dynamic nature of sea, the
ship behavior is very hard to predict. Our partner in Norwagréfore started to collect on-board ship
sensor data long time ago and intended to create robustcpvedmodels to improve ship maneuvering
technologies.

What we used in this project is three years of raw data fromadégp source of sensors on one vessel.
Four types of data modules, with a sampling frequency fromoupO00Hz to 1Hz, will be utilized for
ship motion prediction. The high sampling frequency dataluhes are mostly used for propulsion system
analysis, e.g., the vibration, the torque, the bending nmim&hereas the low sampling frequency data
modules are the collection of ship-environment statushasgvs in Table I. More specifically, M1 is the
ship’s extrinsic representation caused by the intrinsiotrad parameters like shaft rotational rate and
pitch angle from M2. It is noted here that for ship trajectprgdiction purpose, only the low sampling



TABLE |
SPECIFICATION OF LOW SAMPLING FREQUENCY DATA MODULES

Module | Frequency Parameter Unit
Speed [m/s]
Position [m, m]
Heading [deg]
Roll [deq]
M1 1Hz Pitch [deg]
Yaw rate [deg/s]
Roll rate [deg/s]
Pitch rate [deg/s]
Rotational speed [RPM]
M2 1.65Hz Drive of motor (W]
Propeller pitch | [deg]

Raw ship
sensor data

Il
|

Database Query data set User interaction

Data analysis and

. Data visualization
modelling

Data cleaning

Fig. 1. System structure for ship motion prediction.

frequency data modules are used. The high sampling freguwtata modules are only referred for data
cleaning thereafter in this paper.

Fig. 1 illustrates the overall system structure for ship iorotprediction. The design follows most
requirements from our industrial partner. It consists sé¢hcomponents:

« Data cleaning

. Data analysis and modeling

« And data visualization

Data cleaning for redundant sensor data representatifberestit sampling frequency, as well as sensor
noises needs to be done before the transmission of the datdcsa database. Through the Graphic User
Interface (GUI), users can make a query to select the iriestdime series of data set. The next step
is to analyze and determine proper types of measured dateidiiog to the specific application. Some
artificial intelligence methods, e.g. Neural Network (NBlje used to train and test predictive models. An
animation for reproduction of the ship movements simulbarséy with predicting plot is realized in the
model visualization component, which helps to check thesmy of the predictive model. In addition,
users can interact with the predictive model by settingteelagparameters, e.g., the learning rate and the
time period involved in prediction, to observe and evalutgesffect on the prediction result.
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Fig. 2. Three types of data cleaning.

[11. | MPLEMENTATION OF SHIP MOTION PREDICTION SYSTEM

A. Data Cleaning

Considering the raw data may contains noisy, discontinuads@dundant information, it is necessary
to clean the data so that its affection on further analysd randeling can be minimized.

Noise reduction is the first step in data cleaning processe\spurces can be either internal or external.
For internal noise source, the noise can be removed thraagjstal estimation. But for external noise
sources, sensor noise due to gradients, nonhomogeneousmsezhd other influences is unavoidable in
most cases. In our case, the major sensor noise is extemhahainly from high frequency data modules.
An example is the temperature measurement in the engine.Berause of external noise like cables
and the coupling of electric and magnetic fields, the meastemperature is full of spikes. A natural
way to eliminate them is to use median filtering techniqug.[Ater three iterations of median filtering,
the spikes are successfully removed and the series of tatmperdata becomes smooth, as seen in the
top panel in Fig. 2.

Another necessary data cleaning process is resampling.uBedaoth the data modules in Table |
with sampling frequency of 1.65Hz and 1Hz respectively ameolved for ship motion prediction, it
is beneficial to synchronize them before analysis and mglelThe middle panel in Fig. 2 gives an
example to resample the shaft rotational speed from 1.66HH¥. To preserve the power of signal and
remove aliasing effect, the downsampling is performed nedhsteps:

(1) Make interpolation to increase the sample frequency/tdimes of the desired frequency;

(2) Reduce the high-frequency signal component with a logi#ter to limit aliasing effect;

(3) Downsample the filtered signal b\/.

The last type of data cleaning is related to the continuitthefraw data. As mentioned in Il, the raw
data is a collection of different sensors on the vessel fagetlyears. Nevertheless, some of the sensors
are not always active due to maintenance and other safespneawhich consequently leads to the
raw data not continuous. Therefore, we have to split the rat& chto continuous segments to facilitate
further analysis. In addition, raw data may contain jumppigenomenon due to data definition. The
bottom panel of Fig. 2 is an example for heading recording.aBse the definition of heading is within



[0°,360°], it is inevitable to occur jumping phenomenon when the headhanges near the border. To
remove this type of discontinuity, the heading angle is @efinnbounded and a variable for the number

of laps is introduced:

Pseudo code
procedure
Given the jumping thresholé®
lap_num<— 0
last heading« 0
<0
loop:
headindi) < headindi) — 360 * last heading
if headindi) — last heading> © then
lap_num< lap_-num + 1
headingi) < headingi) — 360
else if heading:) — lastheading< —© then
lap_-num+< lap_num - 1
headindi) + headind:) + 360
last heading«— headindy)
I+ i+l
goto loop

After dealing with the three types of data cleaning, the whddta set is then imported into a database.

B. Data Analysis and Modeling

The data analysis and modeling component is the core of thense. It bridges the gap between the
user and the generated database for better understandinghadaeling the data set. The user in this
stage plays the key role in analyzing the correlation of p&tars and generating meaningful model for
specific applications.

There are two potential ways to help users to analyze the #atst, the scheme provides the user
with an interface to optimize the data set. This idea takesmatdges of the fact that users who analyze
the data set to generate the model for a specific applicatoe bxpertise to establish a subset of the
database. By properly selecting relevant parameters aedrfdtaccording to expert knowledge, a “query
data set” will be formed through user interaction, as shawRig. 1. For instance, to generate predictive
model for fine maneuvering, i. e., maneuvering in limited kilog space with a low speed, a speed
constraint together with a position constraint can be addidthe query. The resultant “query data set”
will thus be more precise to be used for further modeling thip sotion. So far, we have implemented
the constraints for all the parameters listed in Table I.

Second, the correlation between the measured parametarnslgs the user with an intuitive repre-
sentation for data analyzing to some extent. For predictiorpose, it is more important to find out
how significant the measured parameter to the predictivpubutompared to the correlation between
two measured parameters. Sensitive analysis is therefipied here to quantitatively determine how
much the parameter can contribute to the changes of the tojdfpu Fig. 3 is an example to illustrate
the influence of parameters in M1 data module on the outpuhipf gosition. It is noted that if the
significant value is smaller than the significance level 660the corresponding correlation coefficient is
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Fig. 4. Modeling procedure.

considered significant. Meanwhile, a higher absolute vafube correlation efficient indicates a stronger
coupling between the two variables. From Fig. 3, the surgedpthe sway speed and the heading are
deemed as the most significant parameters related to shifiopos

In order to generate predictive models, we utilize a NN witree layers: the input layer, the hidden
layer and the output layer. The concept used for modelingrilmguily focused on giving maximum
flexibility to users. To this end, the three layers are desigto be dynamic and changeable. The output
parameters are selected according to the specific applicdti addition, users can decide the number
of hidden nodes, as well as determining the input parametihsthe help of correlation analysis. The
learning rate and the type of activation function are alstoopl for modeling. As a result of off-line
training, the predictive model is established. To verifg thodel, users can further design a testing set
by applying the same query to another time series and testdhstructed NN. Fig. 4 illustrates the
modeling procedure through user interaction.



C. Data Visualization

Data visualization involves two parts. One is the user adgon and the other is the model visualiza-
tion, both of which are closely associated with “data analgmd modeling”. To realize the interaction,
a web application is developed based on PHP [18] and MySQL W&h PHP, a database-driven web
site allows the content to reside in the MySQL database, are tdynamically pulled from the database
to create web pages for users to view via a regular browsehelmpplication, we have implemented the
time line selection, the constraints filtering and the NN elod) and representation for user interaction.

To better understand the resultant predictive model, th@etnasualization is responsible for animating
the ship motion, as well as the predictive position over tiB using WebGL technology, e.g. Three.js
[20], 3D graphics can be rendered within any compatible wedwbers without the use of plug-ins.
A control panel is attached to the animation so that usersdecag and drop the animation for rapid
assessment. In addition, the predictive performance orrany parameters listed in Table | can be
plotted taking advantages of Plotly Chart API [21]. In thisywasers can easily figure out whether the
NN modeling and off-line learning procedure is good enoughcertain type of ship motion prediction.

V. EXPERIMENT

An experiment based on the three years of raw data has besgdoant to verify the feasibility of the
proposed scheme. The case study aims to extract and veegifgréddictive model for fine maneuvering
applications, in particular for ships working in a limiteciking space with a low speed. The following
steps show how we used the developed system to predict shiflopo

First, we have to import the raw data into the system. Conisigehe case study, there is no need to
utilize the whole raw data set. For simplicity, we split treevrdata by date and took one day’s data in
CSV format as the source of the case study.

Data cleaning is then required to apply to the selected adtdrsour case, all the three data cleaning
methods including noise reduction, data continuing andmgsing were performed and the purified data
set was stored to MySQL.
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Fig. 5. Constraints and resultant data sets used for the position predictimg dhe fine maneuvering task.
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Fig. 7. Ship position prediction result.

According to the fine maneuvering task, we should furthezrfilhe data set. Fig. 5 illustrates the extra
constraints that were used in the case study. Both the spektth@aposition constraints were considered.
As a result, the data which satisfies the constraints wegpdagisd on the timeline. We selected the data
from time 7:02 to 7:37 as the training set and the data frone ti@:42 to 19:32 as the testing set.

Once the data set is ready to use, it is time to construct thefdiNff-line training. Fig. 6 shows
how we set up the NN. First, the ship position was definitelgced as the NN outputs. Then, taking
advantages of the correlation analysis from Fig. 3, the Nduis were comprised of the ship speed, the
heading direction, and the previous ship position. We todkdglen nodes for the NN construction. We
also chose hyperbolic tangent as the activation functiah set the learning rate to 0.1. By using the
backpropagation algorithm on the training set, a matrix df Weights was obtained.

Verification of the generated predictive model was done kphyaipg the NN structure plus the matrix
of weights to the testing set. The predictive results areraatically stored into MySQL and it is
straightforward to compare between the actual and the geztitrajectory for the case study. For concise
reason, part of the predictive positions for the testingisellustrated in Fig. 7. The highlight here is
that the prediction performance is straightforward. If tiesult is not satisfactory, the previous steps
from NN modeling to verification can fast redo until reachihg expected prediction error. Besides the
plot, animation for the test set was also generated, as showig. 8. From the experimental result, it
reveals that the case study is complete and successful. &su#t,rwe conclude the scheme works well
in analyzing and modeling sensor data for ship motion ptextic

V. CONCLUSION

In this paper, a system structure from the import of the ramssedata to the final verification of the
generated predictive model for ship maneuvering appbaatiis developed. First, the raw sensor data
is purified and filtered to form a training set and a testing amtording to the specific maneuvering
task. Then, a correlation analysis is performed, enablibgteer understanding of data association. Next,
a flexible NN is constructed, from which the user can deteenboth the structure and the learning
parameters. By applying the training set to the NN, a prediatiodel is obtained. After that, the testing
set is used for verification. A case study about position iptiesh for fine maneuvering is carried out
and the result shows the system is efficient in ship motiodliptien.

Future work will focus on the modeling part, in particulaathmore modeling technologies will
be concerned. Moreover, the prediction for other ship mmstisuch as heading and rolling will be
implemented.



Fig. 8. Snapshots of the animation for ship position prediction. The bluahended lines are the actual and the predictive trajectories,
respectively.
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