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Abstract

This paper presents an analyzing and modeling scheme that can dig into the ship sensor data to generate
models for ship motion prediction. As the raw sensor data contains information that is noisy and discontinuous,
three data cleaning methods used for noise reduction, data continuing and resampling are developed. According
to specific ship applications, various ship motion constraints are designed to filter and establish meaningful data
sets which will be used in the modeling step. Correlation analysis within the data sets is performed to figure out
how significant the sensor data contributes to the predictive target. An flexible neural network based modeling
mechanism is implemented, in which the user can design the model based on the correlation analysis. By training
and testing the neural network using the generated data sets, the ship motion predictive model is obtained. Through
a case study of fine maneuvering, the scheme is verified efficient in analyzing and modeling sensor data for ship
motion prediction.
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I. I NTRODUCTION

A ship in an open sea is a very complex dynamic system, which isaffected by its control systems
such as propulsion and steering systems, and external perturbations produced by wind, waves, and sea
currents [1][2]. To better perceive the ship behavior, usually there are many sensors installed in the ship
in various positions. Some data from sensors are used in realtime for maneuvering and related actions
and some sensors are placed in sensitive area like propellerblade to collect the data for future purpose
such as system diagnosis. The data on the vessel will be stored for years in huge size, forming a data
set in terms of big data [3]. In addition, there are emerging demands from ship owners and companies
to random access time series of the huge data set and generateship motion models for certain specific
requirements of marine operations. Therefore, how to effectively dig into the data set and find out valid
ship motion models is challenging but of great importance.

* Corresponding author



Data analysis and modeling has been studied for decades. Many reliable technologies have been
developed in the last few decades, ranged from Kalman filtering, Markov dynamic models, to non-
parametric statistical methods [4]. In many applications,such as time series data analysis, it is possible
to estimate models through historical data from a given state to predict its future behavior. Models are
thus expressed as transfer functions or in terms of state-space parameters [5]. A lot of inductive reasoning
techniques and algorithms such as fuzzy logic, Bayesian network and regression analysis can be used
for creating predictive models. The results have been successfully applied to different areas including
weather forecasting [6], mobile user movement prediction [7] and electric load prediction [8].

For ship maneuvering, health, safety, environment, security and cost will be given high priority during
maritime operations. Ship data analysis and modeling are therefore essential for ship maneuvering,
especially for the emergence of new demands in offshore operations. In the literature, relevant data
analysis and modeling techniques have been developed. On the one hand, attempts have been made
to estimate and identify the dynamic parameters for ship maneuvering to complete the control model
[9]-[11]. On the other hand, efforts have been done to accurately estimate and predict the ship motion
in ocean navigation, such as trajectory estimation [12][13], rolling motion prediction [14] and thruster
forces prediction [15]. Even though these techniques are available for ship motion prediction, more
concerns about data analysis and modeling in a big data manner are urgently needed for today’s maritime
applications.

Our on-going project aims to combine data mining techniqueswith modeling methods to design
and implement a ship motion prediction framework for different complicated maneuvering cases. The
framework will extract and purify vast amounts of sensor data to model and predict ship motion, including
position, speed, course, pitch and rolling. By collecting and mapping diverse sources of sensor data and
further modeling and visualizing the data of interest, the framework will provide users with an intuitive
way to identify useful associations between data and shows how sensitive the sensor data is to affect the
accuracy of these predictive models. In addition, the framework also aims to be flexible enough to be
able to plug-in other user customized predictive models forresults comparison. In this paper, we will
only focus on the ship position prediction and highlight theease-of-use of the system from raw sensor
data to final predictive model verification.

The rest of the paper is organized as follows. Section II shortly introduces the overall structure of
the ship motion prediction system. In Section III, all relevant process units including data cleaning, data
analysis and modeling and data visualization are describedin detail. Section IV presents case studies
and evaluation results. Conclusion and future work are shownin section V.

II. D ESIGN OFSHIP MOTION PREDICTION STRUCTURE

This section briefly describes the design of the ship motion prediction system based on real sensor
data for analyzing and modeling the position of the ship. Dueto complex dynamic nature of sea, the
ship behavior is very hard to predict. Our partner in Norway therefore started to collect on-board ship
sensor data long time ago and intended to create robust predictive models to improve ship maneuvering
technologies.

What we used in this project is three years of raw data from disparate source of sensors on one vessel.
Four types of data modules, with a sampling frequency from upto 4000Hz to 1Hz, will be utilized for
ship motion prediction. The high sampling frequency data modules are mostly used for propulsion system
analysis, e.g., the vibration, the torque, the bending moment. Whereas the low sampling frequency data
modules are the collection of ship-environment status, as shown in Table I. More specifically, M1 is the
ship’s extrinsic representation caused by the intrinsic control parameters like shaft rotational rate and
pitch angle from M2. It is noted here that for ship trajectoryprediction purpose, only the low sampling



TABLE I

SPECIFICATION OF LOW SAMPLING FREQUENCY DATA MODULES

Module Frequency Parameter Unit

M1 1Hz

Speed [m/s]
Position [m, m]
Heading [deg]

Roll [deg]
Pitch [deg]

Yaw rate [deg/s]
Roll rate [deg/s]
Pitch rate [deg/s]

M2 1.65Hz
Rotational speed [RPM]
Drive of motor [W]
Propeller pitch [deg]

Data cleaning

Database

Raw ship 

sensor data

Data analysis and 

modelling

Query data set

...

...

...

...

...

NN predictive modelling

Data visualization

User interaction

Model visualization

Fig. 1. System structure for ship motion prediction.

frequency data modules are used. The high sampling frequency data modules are only referred for data
cleaning thereafter in this paper.

Fig. 1 illustrates the overall system structure for ship motion prediction. The design follows most
requirements from our industrial partner. It consists of three components:

• Data cleaning
• Data analysis and modeling
• And data visualization
Data cleaning for redundant sensor data representation, different sampling frequency, as well as sensor

noises needs to be done before the transmission of the data set into a database. Through the Graphic User
Interface (GUI), users can make a query to select the interested time series of data set. The next step
is to analyze and determine proper types of measured data according to the specific application. Some
artificial intelligence methods, e.g. Neural Network (NN),are used to train and test predictive models. An
animation for reproduction of the ship movements simultaneously with predicting plot is realized in the
model visualization component, which helps to check the accuracy of the predictive model. In addition,
users can interact with the predictive model by setting related parameters, e.g., the learning rate and the
time period involved in prediction, to observe and evaluateits effect on the prediction result.
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Fig. 2. Three types of data cleaning.

III. I MPLEMENTATION OF SHIP MOTION PREDICTION SYSTEM

A. Data Cleaning

Considering the raw data may contains noisy, discontinuous and redundant information, it is necessary
to clean the data so that its affection on further analysis and modeling can be minimized.

Noise reduction is the first step in data cleaning process. Noise sources can be either internal or external.
For internal noise source, the noise can be removed through statistical estimation. But for external noise
sources, sensor noise due to gradients, nonhomogeneous mediums and other influences is unavoidable in
most cases. In our case, the major sensor noise is external and mainly from high frequency data modules.
An example is the temperature measurement in the engine room. Because of external noise like cables
and the coupling of electric and magnetic fields, the measured temperature is full of spikes. A natural
way to eliminate them is to use median filtering technique [16]. After three iterations of median filtering,
the spikes are successfully removed and the series of temperature data becomes smooth, as seen in the
top panel in Fig. 2.

Another necessary data cleaning process is resampling. Because both the data modules in Table I
with sampling frequency of 1.65Hz and 1Hz respectively are involved for ship motion prediction, it
is beneficial to synchronize them before analysis and modeling. The middle panel in Fig. 2 gives an
example to resample the shaft rotational speed from 1.65Hz to 1Hz. To preserve the power of signal and
remove aliasing effect, the downsampling is performed in three steps:

(1) Make interpolation to increase the sample frequency toM times of the desired frequency;
(2) Reduce the high-frequency signal component with a lowpass filter to limit aliasing effect;
(3) Downsample the filtered signal byM .
The last type of data cleaning is related to the continuity ofthe raw data. As mentioned in II, the raw

data is a collection of different sensors on the vessel for three years. Nevertheless, some of the sensors
are not always active due to maintenance and other safety reasons, which consequently leads to the
raw data not continuous. Therefore, we have to split the raw data into continuous segments to facilitate
further analysis. In addition, raw data may contain jumpingphenomenon due to data definition. The
bottom panel of Fig. 2 is an example for heading recording. Because the definition of heading is within



[0◦, 360◦], it is inevitable to occur jumping phenomenon when the heading changes near the border. To
remove this type of discontinuity, the heading angle is defined unbounded and a variable for the number
of laps is introduced:

Pseudo code
procedure

Given the jumping thresholdΘ
lap num← 0
last heading← 0
i ← 0

loop:
heading(i)← heading(i)− 360 ∗ last heading
if heading(i)− last heading> Θ then

lap num← lap num + 1
heading(i)← heading(i)− 360

else if heading(i)− last heading< −Θ then
lap num← lap num - 1
heading(i)← heading(i) + 360

last heading← heading(i)
i ← i+1
goto loop

After dealing with the three types of data cleaning, the whole data set is then imported into a database.

B. Data Analysis and Modeling

The data analysis and modeling component is the core of the scheme. It bridges the gap between the
user and the generated database for better understanding and modeling the data set. The user in this
stage plays the key role in analyzing the correlation of parameters and generating meaningful model for
specific applications.

There are two potential ways to help users to analyze the data. First, the scheme provides the user
with an interface to optimize the data set. This idea takes advantages of the fact that users who analyze
the data set to generate the model for a specific application have expertise to establish a subset of the
database. By properly selecting relevant parameters and filtering according to expert knowledge, a “query
data set” will be formed through user interaction, as shown in Fig. 1. For instance, to generate predictive
model for fine maneuvering, i. e., maneuvering in limited working space with a low speed, a speed
constraint together with a position constraint can be addedinto the query. The resultant “query data set”
will thus be more precise to be used for further modeling the ship motion. So far, we have implemented
the constraints for all the parameters listed in Table I.

Second, the correlation between the measured parameters provides the user with an intuitive repre-
sentation for data analyzing to some extent. For predictionpurpose, it is more important to find out
how significant the measured parameter to the predictive output compared to the correlation between
two measured parameters. Sensitive analysis is therefore applied here to quantitatively determine how
much the parameter can contribute to the changes of the output [17]. Fig. 3 is an example to illustrate
the influence of parameters in M1 data module on the output of ship position. It is noted that if the
significant value is smaller than the significance level of 0.05, the corresponding correlation coefficient is
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Fig. 3. Ship position correlation analysis.
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Fig. 4. Modeling procedure.

considered significant. Meanwhile, a higher absolute valueof the correlation efficient indicates a stronger
coupling between the two variables. From Fig. 3, the surge speed, the sway speed and the heading are
deemed as the most significant parameters related to ship position.

In order to generate predictive models, we utilize a NN with three layers: the input layer, the hidden
layer and the output layer. The concept used for modeling is primarily focused on giving maximum
flexibility to users. To this end, the three layers are designed to be dynamic and changeable. The output
parameters are selected according to the specific application. In addition, users can decide the number
of hidden nodes, as well as determining the input parameterswith the help of correlation analysis. The
learning rate and the type of activation function are also optional for modeling. As a result of off-line
training, the predictive model is established. To verify the model, users can further design a testing set
by applying the same query to another time series and test theconstructed NN. Fig. 4 illustrates the
modeling procedure through user interaction.



C. Data Visualization

Data visualization involves two parts. One is the user interaction and the other is the model visualiza-
tion, both of which are closely associated with “data analysis and modeling”. To realize the interaction,
a web application is developed based on PHP [18] and MySQL [19]. With PHP, a database-driven web
site allows the content to reside in the MySQL database, and to be dynamically pulled from the database
to create web pages for users to view via a regular browser. Inthe application, we have implemented the
time line selection, the constraints filtering and the NN modeling and representation for user interaction.

To better understand the resultant predictive model, the model visualization is responsible for animating
the ship motion, as well as the predictive position over time. By using WebGL technology, e.g. Three.js
[20], 3D graphics can be rendered within any compatible web browsers without the use of plug-ins.
A control panel is attached to the animation so that users candrag and drop the animation for rapid
assessment. In addition, the predictive performance or anyraw parameters listed in Table I can be
plotted taking advantages of Plotly Chart API [21]. In this way, users can easily figure out whether the
NN modeling and off-line learning procedure is good enough for certain type of ship motion prediction.

IV. EXPERIMENT

An experiment based on the three years of raw data has been carried out to verify the feasibility of the
proposed scheme. The case study aims to extract and verify the predictive model for fine maneuvering
applications, in particular for ships working in a limited working space with a low speed. The following
steps show how we used the developed system to predict ship position.

First, we have to import the raw data into the system. Considering the case study, there is no need to
utilize the whole raw data set. For simplicity, we split the raw data by date and took one day’s data in
CSV format as the source of the case study.

Data cleaning is then required to apply to the selected data set. In our case, all the three data cleaning
methods including noise reduction, data continuing and resampling were performed and the purified data
set was stored to MySQL.



Fig. 5. Constraints and resultant data sets used for the position prediction during the fine maneuvering task.

Fig. 6. Construct the NN based on the correlation analysis. ‘w’ and ‘b’ stand for the weight and the bias of NN. ‘1:2’ represents the time
delay that allows the network to have a finite dynamic response to time series input data.



Fig. 7. Ship position prediction result.

According to the fine maneuvering task, we should further filter the data set. Fig. 5 illustrates the extra
constraints that were used in the case study. Both the speed and the position constraints were considered.
As a result, the data which satisfies the constraints were displayed on the timeline. We selected the data
from time 7:02 to 7:37 as the training set and the data from time 18:42 to 19:32 as the testing set.

Once the data set is ready to use, it is time to construct the NNfor off-line training. Fig. 6 shows
how we set up the NN. First, the ship position was definitely selected as the NN outputs. Then, taking
advantages of the correlation analysis from Fig. 3, the NN inputs were comprised of the ship speed, the
heading direction, and the previous ship position. We took 8hidden nodes for the NN construction. We
also chose hyperbolic tangent as the activation function and set the learning rate to 0.1. By using the
backpropagation algorithm on the training set, a matrix of NN weights was obtained.

Verification of the generated predictive model was done by applying the NN structure plus the matrix
of weights to the testing set. The predictive results are automatically stored into MySQL and it is
straightforward to compare between the actual and the predicted trajectory for the case study. For concise
reason, part of the predictive positions for the testing setis illustrated in Fig. 7. The highlight here is
that the prediction performance is straightforward. If theresult is not satisfactory, the previous steps
from NN modeling to verification can fast redo until reachingthe expected prediction error. Besides the
plot, animation for the test set was also generated, as shownin Fig. 8. From the experimental result, it
reveals that the case study is complete and successful. As a result, we conclude the scheme works well
in analyzing and modeling sensor data for ship motion prediction.

V. CONCLUSION

In this paper, a system structure from the import of the raw sensor data to the final verification of the
generated predictive model for ship maneuvering applications is developed. First, the raw sensor data
is purified and filtered to form a training set and a testing setaccording to the specific maneuvering
task. Then, a correlation analysis is performed, enabling abetter understanding of data association. Next,
a flexible NN is constructed, from which the user can determine both the structure and the learning
parameters. By applying the training set to the NN, a predictive model is obtained. After that, the testing
set is used for verification. A case study about position prediction for fine maneuvering is carried out
and the result shows the system is efficient in ship motion prediction.

Future work will focus on the modeling part, in particular that more modeling technologies will
be concerned. Moreover, the prediction for other ship motions such as heading and rolling will be
implemented.



Fig. 8. Snapshots of the animation for ship position prediction. The blue andthe red lines are the actual and the predictive trajectories,
respectively.
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