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Abstract

This paper presents an approach of sensory feedback integration into a CPG model under a hierarchical
control architecture for adaptive caterpillar-like locomotion. Motivated by the simplicity of CPG models in gait
generation, a sinusoidal generator is employed as the low level controller of a caterpillar-like robot. To regulate
the behavior of the robot with respect to the changes of environmental conditions, a behavior adaptor is designed
to integrate sensory feedback into the sine-based model, sothat sensory input can be transferred into the model
and further affect the output of the model to some extent. Meanwhile, a policy gradient based reinforcement
learning method is adopted at the high level, aiming to learnthe mapping between sensory input and reasonable
responses of the robot. The optimized policy could be obtained after episodic learning. Simulation results show
the caterpillar-like robot can climb over uneven terrains with the help of the sinusoidal generator and the learned
policy, which verifies the effectiveness of the proposed approach.

I. I NTRODUCTION

Last century has verified that animal’s locomotion is controlled by a special neural circuit called central
pattern generators (CPG) in the spinal cord of vertebrates. Without any rhythmic inputs, CPG can produce
coordinated patterns of rhythmic activity [1]. Although the underlying mechanisms of CPG are not yet
fully understood, the concept has been widely used in control technology communities.

In robotics, CPG is usually applied on biologically inspiredrobots for gait generation. A lot of CPG
models have been developed in recent years by combining biological features and mathematical properties.
From [2], there are three types of CPG models based on the abstraction from neurobiology. The first
type retains and follows most biological mechanisms. Herrero-Carŕon et al. developed such a CPG
model based on recently revealed strategies of living CPGs [3]. The second type is much simpler that
it only keeps the concept of neurons and synapses. The connections between neurons play a key role in
output generation. This type of CPG models is widely used in bio-inspired robots, such as the work by
Ekeberg [4], Kimura [5] and Ma [6]. The last type belongs to pure mathematical models, such as phase
oscillators [7] and sinusoidal generators [8][9].
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To date, although CPG is considered an elegant solution for gait generation, there is no universal rules
to directly use CPG models to achieve more complex tasks such as localization, path planning, navigation
and adaptive locomotion. But in the literature, a good numberof novel intelligent control methods such
as fuzzy control, genetic algorithm and neural network control were proposed to bridge the gap. These
methods can optimize control parameters in CPG models by maximizing a scalar evaluation via the
interaction with the environment. Hasanzadeh proposed a fuzzy logic tuner to optimize the locomotion
of a snake-like robot when it moving on terrains with different friction coefficients [10]. Kamimura et
al. developed ALPG software to seek efficient locomotion patterns automatically for a modular robot, in
which a genetic algorithm is used to optimize the CPG network [11]. Tomoyuki et al. proposed a CPG-
based reinforcement learning (RL) to improve the energy efficiency of a biped robot [12]. They succeeded
to find out the optimal torque-free period during the bipedalwalking. Snel et al. used RNN-based CPG
and hierarchical RL on a simulated hexapod robot to realize dynamic walking on terrains with varying
complexity [13]. Although adaptive locomotion has been realized on variety of robots [14]–[18], it is
seldom to see any applications for limbless robots, especially for caterpillar-like robots. Moreover, how
to integrate sensory feedback into CPG models for caterpillar-like robots is also seldom addressed in the
literature.

The research presented in this paper is related to our ongoing DFG project “Biologically Inspired
Modular Climbing Caterpillar Robot Using Passive Adhesion” (BICCA). In the project, we combine
CPG properties with the concept of a modular robot to create a novel climbing caterpillar-like robot [19].
A hierarchical control architecture including a CPG model with caterpillar locomotion features and a
learning algorithm for sensor-servo-based behavior control is designed for the control system. In this
paper, we concentrate the effort on integrating sensory feedback into a CPG model based on a hierarchical
control architecture to realize adaptive caterpillar-like locomotion. The contribution of this paper is
twofold. First, in the low control level, a solution for sensory feedback integration into a sinusoidal
generator is proposed. Thus the low level controller not only keeps its simplicity but also provides
interface for high level control. Second, simulation has been implemented to verify the effectiveness of
the proposed control structure in realizing adaptive locomotion for caterpillar-like robots.

The paper is organized as follows. Section II describes the overall structure of the hierarchical control
system. In Section III, all the control components including the sine-based model, the process of sensory
information, the method to integrate sensory feedback and how the policy gradient based reinforcement
learning works will be presented in detail. Section IV presents simulation results. Conclusion and future
work are drawn in section V.

II. H IERARCHICAL CONTROL STRUCTURE

The prior knowledge shows that a CPG model is suitable for gaitgeneration, while an intelligent
learning method is able to deal with environmental changes.Therefore, to achieve adaptive caterpillar-
like locomotion, an intuitive way is to develop hierarchical control architecture by combining the CPG
model with the learning method.

Fig. 1 illustrates the whole control architecture for adaptive locomotion. It consists of two levels. At
the low level, a CPG model is employed in the locomotion control component so as to generate gaits for
the robot. Taking advantages of the onboard sensors of the robot, raw sensor data are gathered during
locomotion. All the raw sensor data are passed to a sensor filter, from where they are converted into
reasonable sensory information.

At the high level, a learning method is applied to learn the mapping between the sensory information
and the sensory input to the CPG model. An optimized policy will be obtained after repeating learning
process. Combining the ability of online modulation of the CPGmodel, a behavior adapter component is
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used to bridge the CPG model and the learning method. It plays arole in changing the control parameters
of the CPG model in a smooth manner. In this way, the learned policy will affect the CPG output, resulting
in the adaptation of the robot to any environmental changes.

III. I MPLEMENTATION OF CONTROL SYSTEM

The following will present the implementation of each component in the control system in detail.

A. Locomotion Control

To generate linear gait for a caterpillar-like robot with multiple degrees of freedom, we apply the
sinusoidal generator as the controller of the robot [8]. Thesinusoidal generator is employed for each
module of the robot to generate linear gait. It describes thebending angle of the corresponding module
in function of time. The dynamics of theith sinusoidal generator are as follows:

ϕ(i,t) = Ai · sin(
2π

Ti

t+ iθ) + Ω(i,t) (1)
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whereϕ is the desired angle of theith module at thetth time step;A, T , θ andΩ donate the amplitude,
the period, the phase difference and the offset of the sinusoidal generator, respectively.

Note that the offset parameterΩ for the sinusoidal generator is a function of time in (1). This indicates
the parameterΩ can be considered as an adaptive variable modifying the caterpillar-like robot’s body
shape during locomotion. Fig. 2 illustrates how it affects the body shape of the robot: a positive value of
Ω causes an extra amount of upside bending, while a negative value of Ω results in downside bending.
According to the phenomenon, an adaptive controller is proposed to properly change the parameterΩ
when the caterpillar-like robot moving on uneven terrains.The purpose is to increase the robot’s contact
areas and friction, promoting its stability and adaptability. The following sections will introduce how to
combine this parameter with sensor information to achieve adaptive locomotion.

B. Sensor Filter

Assume touch sensors are installed at the bottom part of the caterpillar-like robot, which is similar to
the function of prolegs of living caterpillars.

As the robot performs a linear gait during the locomotion, each module of the robot will move up
and down periodically. Correspondingly, its touch sensor will tap on the terrain regularly. But this will
become false when the robot moving on uneven terrains. Because some modules of the robot will lose
contact against environmental changes. To sketch out the terrain via these touch sensors, it is necessary
to identify whether a module is “periodic touch”, or “loss oftouch”. The sensor filter component play
such a role in handling the raw sensor data and identify the two module states.

Here we take an example to explain how the sensor filter component works. Considering a case when
the caterpillar-like robot moving from a flat terrain to a slope, the robot will get stuck during the climbing
process due to its rigid structure and the unchanged linear gait. Therefore, the internal modules of the
robot will undergo the “periodic touch” state and the “loss of touch” state in succession, as shown in
Fig. 3(a). The spikes of the force measured by the touch sensor indicate the contact of the corresponding
module.

The sensor filter component takes two steps to identify the state changes of each module. First, it



converts the raw data to an instantaneous contact value by a threshold function:

s(i,t) =

{

1 if R(i,t) > Θ

0 otherwise
(2)

wheres represents the instantaneous contact value of theith module at thetth time step;R is the raw
sensor data; andΘ is the threshold.

Then the sensor filter component accumulates the instantaneous contact values so as to form module
states:

S(i,t) =







1 if
t
∑

t′=t−kT

s(i,t′) > 0 (k ≥ 1)

0 otherwise
(3)

whereS is the module state;T represents the number of time steps in one period of the linear gait; k
is a constant that controls how long the passed instantaneous contact states are considered.

Fig. 3(b) shows the result after the process of the sensor filter component. Note that a value of 1 for
S indicates that the module is touching the terrain periodically, whereas a value of 0 means the module
loses contact with the terrain.

C. Behavior Adapter

The behavior adapter component connects the CPG model in the low level and the learning method
in the high level (see details in Fig. 1).

As mentioned in Section III-A, the offset parameterΩ in (1) is responsible to modify the body shape
of the caterpillar-like robot, so as to adapt it to environmental changes. However, abrupt change ofΩ
can cause the robot to generate jerk behaviors or even get damaged. To avoid such a result, the sensory
input generated by the learning algorithm is required to transmit to the CPG model in a smooth manner.
Therefore, the dynamics ofΩ is designed as a leaky integrator:

τ Ω̇i = −Ωi + A · λi (4)

whereλ is the sensory input from the high level;τ is a time constant that controls the afferent speed
of λ; andA is the amplitude of the sinusoidal generator. To avoid the excess of maximum angle,λ is
designed in range of [-1, 1].

The leaky integrator works in two opposite ways. On the one hand, when the sensory inputλ is
non-zero, the leaky integrator will leak a small amount of sensory input toΩ in the CPG model with a
speed ofτ , until the total amount of afferent sensory input approaching λ. On the other hand, if a zero
value of sensory input is generated by the learning algorithm, the leaky integrator will gradually remove
the effect of sensory input onΩ and finally recover the distorted linear gait back to normal state.

As a result, the offset parameterΩ enables the robot to smoothly shift any extra amount of bending
between the zero value and the desired value, enabling the robot to modify its body shape according to
the result from high level.

D. Reinforcement Learning

On the high level, a learning method is used to find the proper mapping from the current module states
to the sensory inputs. Considering that the modules states have discrete values 0 and 1, while the sensory
inputs are continuous and as defined bounded in the range of [-1, 1], it is preferred to choose direct
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Fig. 4. A two-layer neural network for stochastic policy representation.

policy search algorithms rather than value function approaches. Thus we solve the mapping problem by
using a policy gradient reinforcement learning method [20].

A two-layer neural network is constructed, as shown in Fig. 4. As a way of function approximation,
a stochastic policy can be represented by the neural network.

Let x andy denote the units derived from the input layer and the output layer, respectively; letI andJ
be the number of units in the two layers; letw be the weight in the network; and letnetj =

∑I

i=1 xiwij

be the linear representation of the units from the input layer.
For the output layer, the activation function for unityj is designed as a hyperbolic tangent type:

yj =
1− enetj

1 + enetj
(5)

A Gaussian unit is appended to each output unityj in the neural network. Use of the stochastic output
unit makes sense because their randomness allows any necessary exploration to take place. The Gaussian
unit uses the output unity as the mean and takes another variableσ as the standard deviation. Besides,
a probability mass function is designed for the output unityj:

gj = Pr{λj|yj, σ}

=
1√
2πσ

e−(λj−yj)
2/2σ2

(6)

The sensory outputλj thus can be sampled fromgj:

λj = yj + σ · n (7)

wheren ∼ N(0, 1). N(0, 1) is a Gaussian distribution which has a mean of 0 and a varianceof 1.
Since the randomness of all the Gaussian units is independent and identically distributed, the overall

probability mass function is dependent on the production ofindividual probability:

g =
J
∏

j=1

gj (8)



Fig. 5. Simulated caterpillar-like robot.

TABLE I

MODULE SPECIFICATION

Components Module Touch sensor
Length (mm) 72 10

Width (mm) 52 52

Height (mm) 52 10

Weight (g) 150 10

According to [20], The weight between the input unitxi and the output unityj can be updated by:

∆wij = α(r − b)
∂ln(g)

∂wij

= α′(r − b)(λj − yj)(1− y2j )xi (9)

whereα′ is the learning rate;r is the reward;b is the reinforcement baseline.
As a result of weight update, an optimized policy will be obtained.

IV. SIMULATION

A simulation has been carried out to verify the feasibility of the hierarchical control architecture.
For simplicity, a simplified caterpillar-like robotic configuration was designed in Open Dynamics Engine
(ODE) [21]. In the simulation, to comply with the rules in thereal world, we set the gravity to−9.81m/s2

and the friction coefficient to0.6. The robot has 6 modules with 7 touch sensors mounted at its bottom.
Each module is a simple rigid box, as shown in Fig. 5. Between each modules, a joint is utilized to
connect and enable the module to rotate in a vertical plane with a range of±90◦. Table I lists the
specification of the robot’s module.

TABLE II

CPGCONTROL PARAMETERS IN SIMULATION

Parameters Value Description
A 20 Amplitude
T 20 Time steps in one period
θ 2π/3 Phase difference
τ 5 Afferent speed of sensory input
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A linear gait with an amplitude of20◦ and a phase difference of120◦ is applied on the robot as the
basic locomotive pattern. Table II shows the control parameters of the CPG model that are used in the
simulation. A simulation scenario is also constructed in ODE, consisting of two complete sinusoidal
surfaces, as shown in Fig. 7. It has a length of3m, a width of0.8m, and the maximum height of0.5m.

The goal of this experiment is to obtain an optimized policy so that the robot can climb over the uneven
terrain autonomously and adaptively. In the learning task,a two-layer neural network with 7 input units
and 6 output units is generated for policy search. The weights in the neural network are initialized to
random values and the standard deviationσ for each Gaussian unit is unified to 0.1. The learning rate
and the reinforcement baseline are set to 0.1 and 0, respectively. A reward is defined as weighted average
between normalized forward speed and normalized touch ratio:

Reward = η · v

v0
+ (1− η) ·

m
∑

i=1

n
∑

t=1

S(i,t)

mn
(10)

whereη is the weight (η = 0.8 in the simulation for faster climbing speed but inferior touch ratio); v
and v0 are the forward speed for the robot to climb over uneven terrain and flat terrain, respectively;
S(i,t) represents theith module state at thetth time step;m is total module number of the robot; andn
is the total time step.

The policy is trained in an episodic manner. First, for each episode, the simulation runs under the
current policy with a fixed amount of time steps. A reward is obtained at the end of each episode.
Then, the current policy is updated along the gradient direction with respect to the expected reward.
This process is repeated until the predefined number of episodes is reached. Last, the Gaussian units in
Fig. 4 are removed after training. In this experiment, the number of episodes to be done is set to 1000.
Fig. 6 shows the variation of the reward with respect to the number of episodes. The result reveals that
the robot managed to climb over the terrain after about 110 episodes and the performance of adaptive
locomotion was gradually promoted to steady state with a reward of 0.75 after 200 episodes.

Fig. 7 illustrates how the robot climbs over the sinusoidal terrain using the final obtained policy. When
the robot climbs up slopes, the policy generates positive offset on the internal modules of the robot, so
that most modules of the robot can contact with the terrain topropel the robot forward. Whereas during
the downhill movement, the policy produces positive offseton both ends of the robot. The robot thus
bends up its head and tail to speed up the downhill motion. Note that after the downhill motion, the



Fig. 7. Scenes of adaptive caterpillar-like locomotion. Adaptive locomotion starts from left to right.

policy removes the effects of offset on the modules at both ends. Therefore, the robot gradually recovers
to the normal linear motion.

The whole climbing process lasts about 3200 time steps. For simplicity, here we only track the middle
module of the robot (module 4). Fig. 8 shows the the variationof the sensor input and the module output
for module 4 during the simulation. From Fig. 8(a), the sensory input is modified dramatically to the
positive extreme around the 100th, 1500th and 2900th time steps, when the robot is climbing at the
left end, the middle and the right end of the terrain, respectively. Fig. 8(b) shows the module bends
upside correspondingly at these time steps. It is worth noting that recovery of offset bending always
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happens after these extreme spikes of sensory input. The module can bend back to normal state in a
short period. The angle variation for module 4 is smooth and reasonable, which helps the robot to adapt
to the environmental changes.

From the simulation result, we conclude that the effectiveness of our proposed hierarchical control
system.

V. CONCLUSION

In this paper, how to combine sensory feedback with a CPG modelin a hierarchical control architecture
to realize adaptive caterpillar-like locomotion is presented. First, as a simple CPG model, sinusoidal
generators are utilized as the locomotion controller of therobot. Taking advantages of online modulation
of CPG models, sensory feedback is designed to regulate the offset of the CPG output. Then, sensor data
filtering is used for simplifying sensory information from the environment. Next, a mapping between
the sensory information and the sensory input to the CPG modelis studied by means of policy gradient
reinforcement learning. Through episodic learning, an optimized policy can be obtained for specific
applications. Last, simulation results show the proposed approach is effective in realizing adaptive
locomotion for caterpillar-like robots.

Future work will focus on two aspects: (1) Refine the mechanismfor sensory integration, in particular
for developing more powerful sensory feedback control for not only affecting the offset, but also the
phase difference and the amplitude of the CPG model. (2) Combine multiple channels of information
from sensors such as accelerometer and camera to improve theperception of environmental changes.
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